Improve Neural Network Generalization and Avoid Overfitting

One of the problems that occur during neural network training is called overfitting. The error on the training set is driven to a very small value, but when new data is presented to the network the error is large. The network has memorized the training examples, but it has not learned to generalize to new situations.

The following figure shows the response of a 1-20-1 neural network that has been trained to approximate a noisy sine function. The underlying sine function is shown by the dotted line, the noisy measurements are given by the + symbols, and the neural network response is given by the solid line. Clearly this network has overfitted the data and will not generalize well.
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One method for improving network generalization is to use a network that is just large enough to provide an adequate fit. The larger network you use, the more complex the functions the network can create. If you use a small enough network, it will not have enough power to overfit the data. Run the *Neural Network Design* example nnd11gn [[HDB96](http://www.mathworks.com/help/nnet/ug/neural-network-toolbox-bibliography.html)] to investigate how reducing the size of a network can prevent overfitting.

Unfortunately, it is difficult to know beforehand how large a network should be for a specific application. There are two other methods for improving generalization that are implemented in Neural Network Toolbox™ software: regularization and early stopping. The next sections describe these two techniques and the routines to implement them.

Note that if the number of parameters in the network is much smaller than the total number of points in the training set, then there is little or no chance of overfitting. If you can easily collect more data and increase the size of the training set, then there is no need to worry about the following techniques to prevent overfitting. The rest of this section only applies to those situations in which you want to make the most of a limited supply of data.

**Retraining Neural Networks**

Typically each backpropagation training session starts with different initial weights and biases, and different divisions of data into training, validation, and test sets. These different conditions can lead to very different solutions for the same problem.

It is a good idea to train several networks to ensure that a network with good generalization is found.

Here a dataset is loaded and divided into two parts: 90% for designing networks and 10% for testing them all.

[x,t] = house\_dataset;

Q = size(x,2);

Q1 = floor(Q\*0.90);

Q2 = Q-Q1;

ind = randperm(Q);

ind1 = ind(1:Q1);

ind2 = ind(Q1+(1:Q2));

x1 = x(:,ind1);

t1 = t(:,ind1);

x2 = x(:,ind2);

t2 = t(:,ind2);

Next a network architecture is chosen and trained ten times on the first part of the dataset, with each network's mean square error on the second part of the dataset.

net = feedforwardnet(10);

numNN = 10;

NN = cell(1,numNN);

perfs = zeros(1,numNN);

for i=1:numNN

disp(['Training ' num2str(i) '/' num2str(numNN)])

NN{i} = train(net,x1,t1);

y2 = NN{i}(x2);

perfs(i) = mse(net,t2,y2);

end

Each network will be trained starting from different initial weights and biases, and with a different division of the first dataset into training, validation, and test sets. Note that the test sets are a good measure of generalization for each respective network, but not for all the networks, because data that is a test set for one network will likely be used for training or validation by other neural networks. This is why the original dataset was divided into two parts, to ensure that a completely independent test set is preserved.

The neural network with the lowest performance is the one that generalized best to the second part of the dataset.

**Multiple Neural Networks**

Another simple way to improve generalization, especially when caused by noisy data or a small dataset, is to train multiple neural networks and average their outputs.

For instance, here 10 neural networks are trained on a small problem and their mean squared errors compared to the means squared error of their average.

First, the dataset is loaded and divided into a design and test set.

[x,t] = house\_dataset;

Q = size(x,2);

Q1 = floor(Q\*0.90);

Q2 = Q-Q1;

ind = randperm(Q);

ind1 = ind(1:Q1);

ind2 = ind(Q1+(1:Q2));

x1 = x(:,ind1);

t1 = t(:,ind1);

x2 = x(:,ind2);

t2 = t(:,ind2);

Then, ten neural networks are trained.

net = feedforwardnet(10);

numNN = 10;

nets = cell(1,numNN);

for i=1:numNN

disp(['Training ' num2str(i) '/' num2str(numNN)])

nets{i} = train(net,x1,t1);

end

Next, each network is tested on the second dataset with both individual performances and the performance for the average output calculated.

perfs = zeros(1,numNN);

y2Total = 0;

for i=1:numNN

neti = nets{i};

y2 = neti(x2);

perfs(i) = mse(neti,t2,y2);

y2Total = y2Total + y2;

end

perfs

y2AverageOutput = y2Total / numNN;

perfAveragedOutputs = mse(nets{1},t2,y2AverageOutput)

The mean squared error for the average output is likely to be lower than most of the individual performances, perhaps not all. It is likely to generalize better to additional new data.

For some very difficult problems, a hundred networks can be trained and the average of their outputs taken for any input. This is especially helpful for a small, noisy dataset in conjunction with the Bayesian Regularization training function [trainbr](http://www.mathworks.com/help/nnet/ref/trainbr.html), described below.

**Early Stopping**

The default method for improving generalization is called *early stopping*. This technique is automatically provided for all of the supervised network creation functions, including the backpropagation network creation functions such as [feedforwardnet](http://www.mathworks.com/help/nnet/ref/feedforwardnet.html).

In this technique the available data is divided into three subsets. The first subset is the training set, which is used for computing the gradient and updating the network weights and biases. The second subset is the validation set. The error on the validation set is monitored during the training process. The validation error normally decreases during the initial phase of training, as does the training set error. However, when the network begins to overfit the data, the error on the validation set typically begins to rise. When the validation error increases for a specified number of iterations (net.trainParam.max\_fail), the training is stopped, and the weights and biases at the minimum of the validation error are returned.

The test set error is not used during training, but it is used to compare different models. It is also useful to plot the test set error during the training process. If the error in the test set reaches a minimum at a significantly different iteration number than the validation set error, this might indicate a poor division of the data set.

There are four functions provided for dividing data into training, validation and test sets. They are [dividerand](http://www.mathworks.com/help/nnet/ref/dividerand.html) (the default), [divideblock](http://www.mathworks.com/help/nnet/ref/divideblock.html), [divideint](http://www.mathworks.com/help/nnet/ref/divideint.html), and [divideind](http://www.mathworks.com/help/nnet/ref/divideind.html). You can access or change the division function for your network with this property:

net.divideFcn

Each of these functions takes parameters that customize its behavior. These values are stored and can be changed with the following network property:

net.divideParam

**Index Data Division (divideind)**

Create a simple test problem. For the full data set, generate a noisy sine wave with 201 input points ranging from −1 to 1 at steps of 0.01:

p = [-1:0.01:1];

t = sin(2\*pi\*p)+0.1\*randn(size(p));

Divide the data by index so that successive samples are assigned to the training set, validation set, and test set successively:

trainInd = 1:3:201

valInd = 2:3:201;

testInd = 3:3:201;

[trainP,valP,testP] = divideind(p,trainInd,valInd,testInd);

[trainT,valT,testT] = divideind(t,trainInd,valInd,testInd);

**Random Data Division (dividerand)**

You can divide the input data randomly so that 60% of the samples are assigned to the training set, 20% to the validation set, and 20% to the test set, as follows:

[trainP,valP,testP,trainInd,valInd,testInd] = dividerand(p);

This function not only divides the input data, but also returns indices so that you can divide the target data accordingly using [divideind](http://www.mathworks.com/help/nnet/ref/divideind.html):

[trainT,valT,testT] = divideind(t,trainInd,valInd,testInd);

**Block Data Division (divideblock)**

You can also divide the input data randomly such that the first 60% of the samples are assigned to the training set, the next 20% to the validation set, and the last 20% to the test set, as follows:

[trainP,valP,testP,trainInd,valInd,testInd] = divideblock(p);

Divide the target data accordingly using [divideind](http://www.mathworks.com/help/nnet/ref/divideind.html):

[trainT,valT,testT] = divideind(t,trainInd,valInd,testInd);

**Interleaved Data Division (divideint)**

Another way to divide the input data is to cycle samples between the training set, validation set, and test set according to percentages. You can interleave 60% of the samples to the training set, 20% to the validation set and 20% to the test set as follows:

[trainP,valP,testP,trainInd,valInd,testInd] = divideint(p);

Divide the target data accordingly using [divideind](http://www.mathworks.com/help/nnet/ref/divideind.html).

[trainT,valT,testT] = divideind(t,trainInd,valInd,testInd);

**Regularization**

Another method for improving generalization is called regularization. This involves modifying the performance function, which is normally chosen to be the sum of squares of the network errors on the training set. The next section explains how the performance function can be modified, and the following section describes a routine that automatically sets the optimal performance function to achieve the best generalization.

**Modified Performance Function**

The typical performance function used for training feedforward neural networks is the mean sum of squares of the network errors.

*F*=*mse*=1*NN*Ξ*i*=1(*ei*)2=1*NN*Ξ*i*=1(*ti*−*αi*)2

It is possible to improve generalization if you modify the performance function by adding a term that consists of the mean of the sum of squares of the network weights and biases *msereg*=*γ*∗*msw*+(1−*γ*)∗*mse*, where *γ* is the performance ratio, and

*msw*=1*nn*Ξ*j*=1*w*2*j*

Using this performance function causes the network to have smaller weights and biases, and this forces the network response to be smoother and less likely to overfit.

The following code reinitializes the previous network and retrains it using the BFGS algorithm with the regularized performance function. Here the performance ratio is set to 0.5, which gives equal weight to the mean square errors and the mean square weights. (Data division is cancelled by setting net.divideFcn so that the effects of msereg are isolated from early stopping.)

[x,t] = simplefit\_dataset;

net = feedforwardnet(10,'trainbfg');

net.divideFcn = '';

net.trainParam.epochs = 300;

net.trainParam.goal = 1e-5;

net.performParam.regularization = 0.5;

net = train(net,x,t);

The problem with regularization is that it is difficult to determine the optimum value for the performance ratio parameter. If you make this parameter too large, you might get overfitting. If the ratio is too small, the network does not adequately fit the training data. The next section describes a routine that automatically sets the regularization parameters.

**Automated Regularization (trainbr)**

It is desirable to determine the optimal regularization parameters in an automated fashion. One approach to this process is the Bayesian framework of David MacKay [[MacK92](http://www.mathworks.com/help/nnet/ug/neural-network-toolbox-bibliography.html)]. In this framework, the weights and biases of the network are assumed to be random variables with specified distributions. The regularization parameters are related to the unknown variances associated with these distributions. You can then estimate these parameters using statistical techniques.

A detailed discussion of Bayesian regularization is beyond the scope of this user guide. A detailed discussion of the use of Bayesian regularization, in combination with Levenberg-Marquardt training, can be found in [[FoHa97](http://www.mathworks.com/help/nnet/ug/neural-network-toolbox-bibliography.html)].

Bayesian regularization has been implemented in the function [trainbr](http://www.mathworks.com/help/nnet/ref/trainbr.html). The following code shows how you can train a 1-20-1 network using this function to approximate the noisy sine wave shown in the figure in [Improve Neural Network Generalization and Avoid Overfitting](http://www.mathworks.com/help/nnet/ug/improve-neural-network-generalization-and-avoid-overfitting.html). (Data division is cancelled by setting net.divideFcn so that the effects of [trainbr](http://www.mathworks.com/help/nnet/ref/trainbr.html) are isolated from early stopping.)

x = -1:0.05:1;

t = sin(2\*pi\*x) + 0.1\*randn(size(x));

net = feedforwardnet(20,'trainbr');

net = train(net,x,t);

One feature of this algorithm is that it provides a measure of how many network parameters (weights and biases) are being effectively used by the network. In this case, the final trained network uses approximately 12 parameters (indicated by #Par in the printout) out of the 61 total weights and biases in the 1-20-1 network. This effective number of parameters should remain approximately the same, no matter how large the number of parameters in the network becomes. (This assumes that the network has been trained for a sufficient number of iterations to ensure convergence.)

The [trainbr](http://www.mathworks.com/help/nnet/ref/trainbr.html) algorithm generally works best when the network inputs and targets are scaled so that they fall approximately in the range [−1,1]. That is the case for the test problem here. If your inputs and targets do not fall in this range, you can use the function [mapminmax](http://www.mathworks.com/help/nnet/ref/mapminmax.html) or [mapstd](http://www.mathworks.com/help/nnet/ref/mapstd.html) to perform the scaling, as described in [Choose Neural Network Input-Output Processing Functions](http://www.mathworks.com/help/nnet/ug/choose-neural-network-input-output-processing-functions.html). Networks created with [feedforwardnet](http://www.mathworks.com/help/nnet/ref/feedforwardnet.html) include mapminmax as an input and output processing function by default.

The following figure shows the response of the trained network. In contrast to the previous figure, in which a 1-20-1 network overfits the data, here you see that the network response is very close to the underlying sine function (dotted line), and, therefore, the network will generalize well to new inputs. You could have tried an even larger network, but the network response would never overfit the data. This eliminates the guesswork required in determining the optimum network size.

When using [trainbr](http://www.mathworks.com/help/nnet/ref/trainbr.html), it is important to let the algorithm run until the effective number of parameters has converged. The training might stop with the message "Maximum MU reached." This is typical, and is a good indication that the algorithm has truly converged. You can also tell that the algorithm has converged if the sum squared error (SSE) and sum squared weights (SSW) are relatively constant over several iterations. When this occurs you might want to click the **Stop Training** button in the training window.

![http://www.mathworks.com/help/nnet/ug/backprop_gen02.gif](data:image/gif;base64,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)

**Summary and Discussion of Early Stopping and Regularization**

Early stopping and regularization can ensure network generalization when you apply them properly.

For early stopping, you must be careful not to use an algorithm that converges too rapidly. If you are using a fast algorithm (like [trainlm](http://www.mathworks.com/help/nnet/ref/trainlm.html)), set the training parameters so that the convergence is relatively slow. For example, set mu to a relatively large value, such as 1, and set mu\_dec and mu\_inc to values close to 1, such as 0.8 and 1.5, respectively. The training functions [trainscg](http://www.mathworks.com/help/nnet/ref/trainscg.html) and [trainbr](http://www.mathworks.com/help/nnet/ref/trainbr.html) usually work well with early stopping.

With early stopping, the choice of the validation set is also important. The validation set should be representative of all points in the training set.

When you use Bayesian regularization, it is important to train the network until it reaches convergence. The sum-squared error, the sum-squared weights, and the effective number of parameters should reach constant values when the network has converged.

With both early stopping and regularization, it is a good idea to train the network starting from several different initial conditions. It is possible for either method to fail in certain circumstances. By testing several different initial conditions, you can verify robust network performance.

When the data set is small and you are training function approximation networks, Bayesian regularization provides better generalization performance than early stopping. This is because Bayesian regularization does not require that a validation data set be separate from the training data set; it uses all the data.

To provide some insight into the performance of the algorithms, both early stopping and Bayesian regularization were tested on several benchmark data sets, which are listed in the following table.

| **Data Set Title** | **Number of Points** | **Network** | **Description** |
| --- | --- | --- | --- |
| BALL | 67 | 2-10-1 | Dual-sensor calibration for a ball position measurement |
| SINE (5% N) | 41 | 1-15-1 | Single-cycle sine wave with Gaussian noise at 5% level |
| SINE (2% N) | 41 | 1-15-1 | Single-cycle sine wave with Gaussian noise at 2% level |
| ENGINE (ALL) | 1199 | 2-30-2 | Engine sensor—full data set |
| ENGINE (1/4) | 300 | 2-30-2 | Engine sensor—1/4 of data set |
| CHOLEST (ALL) | 264 | 5-15-3 | Cholesterol measurement—full data set |
| CHOLEST (1/2) | 132 | 5-15-3 | Cholesterol measurement—1/2 data set |

These data sets are of various sizes, with different numbers of inputs and targets. With two of the data sets the networks were trained once using all the data and then retrained using only a fraction of the data. This illustrates how the advantage of Bayesian regularization becomes more noticeable when the data sets are smaller. All the data sets are obtained from physical systems except for the SINE data sets. These two were artificially created by adding various levels of noise to a single cycle of a sine wave. The performance of the algorithms on these two data sets illustrates the effect of noise.

The following table summarizes the performance of early stopping (ES) and Bayesian regularization (BR) on the seven test sets. (The [trainscg](http://www.mathworks.com/help/nnet/ref/trainscg.html) algorithm was used for the early stopping tests. Other algorithms provide similar performance.)

**Mean Squared Test Set Error**

| **Method** | **Ball** | **Engine (All)** | **Engine (1/4)** | **Choles (All)** | **Choles (1/2)** | **Sine (5% N)** | **Sine (2% N)** |
| --- | --- | --- | --- | --- | --- | --- | --- |
| ES | 1.2e-1 | 1.3e-2 | 1.9e-2 | 1.2e-1 | 1.4e-1 | 1.7e-1 | 1.3e-1 |
| BR | 1.3e-3 | 2.6e-3 | 4.7e-3 | 1.2e-1 | 9.3e-2 | 3.0e-2 | 6.3e-3 |
| ES/BR | 92 | 5 | 4 | 1 | 1.5 | 5.7 | 21 |

You can see that Bayesian regularization performs better than early stopping in most cases. The performance improvement is most noticeable when the data set is small, or if there is little noise in the data set. The BALL data set, for example, was obtained from sensors that had very little noise.

Although the generalization performance of Bayesian regularization is often better than early stopping, this is not always the case. In addition, the form of Bayesian regularization implemented in the toolbox does not perform as well on pattern recognition problems as it does on function approximation problems. This is because the approximation to the Hessian that is used in the Levenberg-Marquardt algorithm is not as accurate when the network output is saturated, as would be the case in pattern recognition problems. Another disadvantage of the Bayesian regularization method is that it generally takes longer to converge than early stopping.

**Posttraining Analysis (regression)**

The performance of a trained network can be measured to some extent by the errors on the training, validation, and test sets, but it is often useful to investigate the network response in more detail. One option is to perform a regression analysis between the network response and the corresponding targets. The routine regression is designed to perform this analysis.

The following commands illustrate how to perform a regression analysis on a network trained.

x = [-1:.05:1];

t = sin(2\*pi\*x)+0.1\*randn(size(x));

net = feedforwardnet(10);

net = train(net,x,t);

y = net(x);

[r,m,b] = regression(t,y)

r =

0.9935

m =

0.9874

b =

-0.0067

The network output and the corresponding targets are passed to regression. It returns three parameters. The first two, m and b, correspond to the slope and the *y*-intercept of the best linear regression relating targets to network outputs. If there were a perfect fit (outputs exactly equal to targets), the slope would be 1, and the *y*-intercept would be 0. In this example, you can see that the numbers are very close. The third variable returned by regression is the correlation coefficient (R-value) between the outputs and targets. It is a measure of how well the variation in the output is explained by the targets. If this number is equal to 1, then there is perfect correlation between targets and outputs. In the example, the number is very close to 1, which indicates a good fit.

The following figure illustrates the graphical output provided by regression. The network outputs are plotted versus the targets as open circles. The best linear fit is indicated by a dashed line. The perfect fit (output equal to targets) is indicated by the solid line. In this example, it is difficult to distinguish the best linear fit line from the perfect fit line because the fit is so good.

![http://www.mathworks.com/help/nnet/ug/backprop_pstreg.gif](data:image/gif;base64,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)